MNIST Handwriting Training on Perceptrons

Eckel, TJHSST AI2, Spring 2020

# Background & Explanation

Now that we’ve completed several elementary exercises using Perceptron networks, it’s time to train them to accomplish something that would be extremely difficult to program intentionally. Specifically, the MNIST data set is a set of 28x28 pixel images of handwritten individual digits, all centered and normalized. We want to train a network to look at each image and determine which digit has been written. I find it absolutely *incredible* how well this works!

## Input Layer

The input layer, while large, is at least rather simple – this is a Perceptron network where the input layer (layer zero) contains one input per pixel. This means the network has 784 (28x28) total inputs! Each pixel in the data set is a value from 0 to 255 representing a grayscale weight. These values have been reversed from reality – the background is black (0) and the handwriting is in white (255). This makes signal easier to distinguish from background; the irrelevant squares have low values instead of maximum values. **IMPORTANT:** Since sigmoid perceptron networks operate exclusively on values between 0 and 1, we’ll want to take the values in the data set and divide all inputs by 255 to get input values in that same range.

## Output Layer

The output layer requires more thought. We have 10 different classifications (the digits 0 to 9), so we’ll need to use a slightly different strategy. We’ll want an output layer of 10 Perceptrons, one for each possible digit. When we make the training set, the correct digit will be marked with a “1” and all the others will be marked with a “0”. Every image in the training set will be paired with an output vector with a single “1” and a bunch of “0”s.

For example, this is one image stored in the MNIST database, an example of a handwritten “5”, paired with its ideal output matrix – a single “1” at index 5 to match the classification, and all the rest are zeroes:

![What image format are MNIST images? - Stack Overflow](data:image/png;base64,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)

🡺 [0 0 0 0 0 1 0 0 0 0]

**IMPORTANT:** After the network is trained, we **will not** use the same strategy as before (round everything above 0.5 to a 1, round everything below to a 0). We will simply find **the output perceptron with the greatest raw output value (without rounding)**, and that will be the answer. So, for instance, if this is the output we get from our trained network:

[[0.6965712 0.1813661 0.9751193 0.1747664 0.5417504 0.1870623 0.0387748 0.72784 0.1338721 0.6108751]]

…then we would say our network classifies that input vector as a “2”, since the output value at index 2 is the highest, even though several other values are greater than 0.5.

**THIS WAS THE MOST COMMON MISTAKE on this lab last year; many, many students simply rounded the output and compared the resulting vector of 1s and 0s directly with the desired output, causing any output with two values greater than 0.5 to appear misclassified even if the highest output value was in fact the correct classification!**

## Interior (Hidden Layers)

The interior of the network is up to you. Put in as many layers as you’d like, with a number of perceptrons that you want to try. Generally speaking, the most common strategy is to use layers of decreasing size – something like 784 inputs, a hidden layer of 300 perceptrons, a second hidden layer of 100 perceptrons, and a final output layer of 10 perceptrons. If you’d like more ideas for networks to try, see the links in the requirements section!

# Requirements

1. Visit <http://yann.lecun.com/exdb/mnist/> for background information, and <https://pjreddie.com/projects/mnist-in-csv/> to download the MNIST train and test sets in CSV format. Make sure the format specified at the second link makes sense to you.
2. Write code that reads in **the training set** (ignore the test set for now) and creates a properly formatted data structure to use (pairs of a 1x784 input matrix and a 1x10 output matrix with a single “1”). Maybe pickle it?
3. With such a large network, we’ll also need code that generates a whole lot of random weight and bias values to a certain network specification so we can train from there. So, we’ll want a method that takes a network architecture as an argument and returns a list of randomly-initialized weight and bias matrices. Having a method like this will make altering your network architecture much easier – you’ll just have to change what you pass to this method, and then you’ll get appropriate matrices that you can directly pass into your training code!   
     
   Specifically, the argument passed into this network generator function will be a list with the number of nodes at each layer in the network. For example, if we pass the list [2, 4, 1] into our method, it will return a list of two weight matrices – a 2x4 and a 4x1 – and a list of two bias matrices – a 1x4 and a 1x1. Or, more appropriately for this assignment, if we pass the list [784, 300, 100, 10] (which one possible option for this assignment, just as an example) it would return a list of three weight matrices – a 784x300 and a 300x100 and a 100x10 – and a list of three bias matrices – a 1x300 and a 1x100 and a 1x10.   
     
   Note that numpy makes it quite easy to initialize random matrices; there’s an example of this in the numpy demo I posted earlier. If this seems like a hard method to write, you should reexamine that demo code!
4. Run a back propagation training process to train your network to recognize these handwriting samples.   
     
   It may take a long time to train. You may need to leave it overnight! I **strongly** recommend writing code that **saves the weight and bias matrices to a file** after each epoch. That way, if you have to stop your code, you can re-load the weights and biases from the file and continue training from where you left off!
5. You’ll notice that this lab has a training set and a test set. This is our first time with this structure, which is usually the way AI training is measured. The goal here is to train on the training set, and then see how well the network functions on data points that were **not** used in training. So, once you’ve trained your network, generate a new set of input/output pairs from the test set file. Run your saved network on the test set without altering it, reporting the percentage of images that are incorrectly classified.  
     
   One way to think about this - the way I wrote my code last year, the training and testing processes were separate python files. The training saved the weights and biases to a file (pickled) after each epoch. Then, *while the training process was happening for the next epoch*, I was able to run my testing script which loaded the most recent saved weights and biases and ran the test set to get an accuracy. I found this to be pretty efficient, and let me monitor my results easily while training occurred!

# Get Your Code & Document Ready to Submit

I won’t be running your code with a grading script, but I still want you to submit it to me so that I can see a couple of implementation details. Submit your results via an image or document with copy/pasted console output; I want to see three things:

1. Your network architecture (ie, [784, 300, 100, 10])
2. The percentage of misclassified items **in the test set**
3. How many epochs of training you did

If you’re curious about good levels of accuracy to target, the first link on the previous page, the basic information link about the MNIST data set, has some example results. If you scroll down to the section titled “Neural Nets”, you can see various architectures and what the error rates were. In that section, the number of layers does not include the input layer, so a 2-layer NN with 300 hidden units represents a [784, 300, 10] network. Lower down, you can see ridiculous networks, like [784, 2500, 2000, 1500, 500, 10] – these take so long to process without the benefit of additional acceleration (which we don’t have through vanilla Python, regardless of your computer’s capabilities) that I do not recommend using them. I recommend trying one of the 3-layer NNs without any additional features like distortions and see how close you can get to the error shown.

If you’re in the ballpark, like your error is less than twice as big as the error shown, you’re ready to turn in. If the error shown is 2.95% and your error is 20%, then you need to rethink or debug or run more epochs.

Once you’re happy with your error and you’ve formatted your output as given above, you’re ready to turn in this lab!

(And, as a sidenote, try finding a page where you can see a bunch of the images in this data set – like, I think Wikipedia might have some – and take a look at how varied the different handwritten digits are. I find it absolutely mindboggling that this Perceptron network method is so effective. My code for this is less than 100 lines, one of the shortest final versions of any assignment all year, and there’s *so much variation* in the input, but our code can get it right something like 97% of the time! This is *crazytown*, and I hope you find this as cool as I do!)

# Specification

Submit your **code and document** to <https://tinyurl.com/S20EckelMNIST>.

This assignment is **complete** if:

* The “First Name” field on the Dropbox submission form contains your **class period**, not your name.
* The “Last Name” field on the Dropbox submission form contains your **last name then a comma then your first name** (like, for example, “Eckel, Malcolm”).
* Your code and document match the specifications above.

For **resubmission**:

* Complete the specification correctly.

# Specification for Outstanding Work: Pairwise Comparison

Another strategy for classification when you have lots of possible categories is to make separate pairwise comparison networks. For example, we could take every example of a “5” and every example of a “7” from the training set, and using only those, train a perceptron network with a single output perceptron (perhaps it would output “0” to represent a “5” and output “1” to represent a “7”). We would do this for every possible pair of digits, all 45 of them, generating 45 separate networks.

To test, we would take a new input vector and run it through **all 45 networks**, keeping track of the results of each network. At the end, whichever classification was selected most frequently would be our choice. (In other words, as one example, if our input was an “8” then all of the pairwise networks that included “8” would output a classifier of “8”. All the other pairwise networks wouldn’t, but nine separate classifications of “8” would be recorded, which would be more than any other number could occur. Thus: our code would decide it was an “8”!)

Implement this and write a short document indicating how you did it (data structures, etc) and your results **specifically as compared to a single network** like you did for the main assignment. Was this better? Worse?

Once again, I won’t run your code, but I still want to see it!

Submit your **code and document** to <https://tinyurl.com/S20EckelMNISTPairs>.

This assignment is **complete** if:

* The “First Name” field on the Dropbox submission form contains your **class period**, not your name.
* The “Last Name” field on the Dropbox submission form contains your **last name then a comma then your first name** (like, for example, “Eckel, Malcolm”).
* Your code and document match the specifications above.

For **resubmission**:

* Complete the specification correctly.

# Specification for Outstanding Work: Distortions

And finally, another strategy for improving the outcomes of a network is to “jitter” the training set when it’s input into the network. As the training process progresses, at each input, randomly select whether that input should be put in normally, shifted up one pixel, shifted left one pixel, shifted down one pixel, shifted right one pixel, rotated right 15 degrees, or rotated left 15 degrees. (You’ll need to find an algorithm somewhere that will take a 28x28 image and rotate it; this is a fairly common image processing task and one that is certainly googleable.) Do not distort the training set when judging the effectiveness.

Implement this and write a short document indicating how you did it (data structures, what algorithm you used for rotation, etc) and your results **specifically as compared to a non-distorted single network** like you did for the main assignment. Was this better? Worse? If you do both OWs, compare all three!

Once again, I won’t run your code, but I still want to see it!

Submit your **code and document** to <https://tinyurl.com/S20EckelMNISTDistortions>.

This assignment is **complete** if:

* The “First Name” field on the Dropbox submission form contains your **class period**, not your name.
* The “Last Name” field on the Dropbox submission form contains your **last name then a comma then your first name** (like, for example, “Eckel, Malcolm”).
* Your code and document match the specifications above.

For **resubmission**:

* Complete the specification correctly.